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A B S T R A C T

Robot swarms can accomplish complex tasks, and in this work, we seek to design swarm robotic algorithms
for search and rescue that are scalable to large swarms, efficient in terms of computations, safe from collisions,
and tunable to mediate the trade-off between exploration and exploitation in the search. We propose extending
the Boids algorithm to accomplish this. Without modifying the three Boids rules of alignment, cohesion, and
separation, we add target-seeking and general collision avoidance by using ghost boids. Additionally, we use a
control barrier function to improve safety at the cost of increased computation. Via simulation in a search
and rescue task, we analyze the trade-offs between safety, computational efficiency, and coverage of the
environment for our algorithm.
1. Introduction

Swarms of robots may be used to search large and complex en-
vironments in search and rescue missions. Traditionally, search and
rescue requires teams of people to explore an environment for the target
needing help. Scenarios have different requirements, from the number
of people searching to the equipment required, such as helicopters or
marine vessels. This presents a limitation on the scalability of search
tasks, which could, in turn, inhibit the success of a mission.

Robots can replace or supplement people searching and entering
potentially dangerous or hard-to-reach areas [1–3]. Robots used for
search and rescue vary greatly in design and intended application. For
example, drones provide aerial views and cover an area quickly [4],
while terrestrial robots have specially designed wheels or treads to
maneuver over rubble or up and down stairs [5]. While robots are
being used to increase the capabilities of search teams, there is often a
one-to-one ratio of robots to human operators.

Several distributed planning and control techniques have been pro-
posed to allow multiple agents to search simultaneously. Particle swarm
optimizers have been used to plan a more optimal search path to
achieve higher target recovery rates [6,7], and machine learning tech-
niques have been applied to improve path planning for searching [8,9].
Also, control schemes have been proposed that mimic the movement
of creatures in biological colonies, which result in successes over some
traditional search patterns [10].

Multi-agent search and rescue is a complex task with various design
trade-offs. Agents seek to explore their environment while exploiting
any available knowledge about the target’s location, and they must do
so safely and with limited computational abilities. In this work, we
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aim to design swarm robotic algorithms to safely explore an environ-
ment while exploiting information about possible target locations. Such
algorithms should have the following properties.

• Scalable: The algorithm should scale to large swarms, so robots
should only use information from neighbors.

• Efficient: The algorithm should be implementable on robots with
limited computational abilities.

• Safe: Agents should seek to avoid collisions with other agents and
environmental obstacles.

• Tunable: The algorithm should be tunable to trade-off explo-
ration and exploitation.

One means of achieving verifiable safety in multi-agent systems is
using control barrier functions [11–14]. This approach has been suc-
cessfully applied to various applications such as formation control [15]
and can guarantee safety while avoiding deadlocks [16]. However,
control barrier functions also have limitations. They guarantee safety
when the agents choose their control actions from a certain set, but this
set may be empty, implying no safe action exists (e.g., [14]). Moreover,
some results are restricted to double-integrator dynamics and rely
on braking (subject to a maximum braking force) to avoid collisions
(e.g., [12,13]). In contrast, others rely on multiple communication
rounds to ensure agreement (e.g., [17]).

Control barrier functions modify a nominal controller in a
minimally-invasive manner to improve system safety. As a nominal
controller for search and rescue, we consider Boids algorithm [18].
Initially proposed by Craig Reynolds in computer animation to mimic
the flocking of birds, this algorithm consists of three simple rules. Each
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Fig. 1. Heatmap of agent locations aggregated over time for multiple simulations of
our algorithm. The agents start on the left (orange) and seek to avoid collisions (red)
while navigating around the obstacles (black) to reach the target (magenta) while also
exploring the environment. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

agent gathers information about nearby agents, such as their relative
position, velocity, and heading, and then decides how to update its
movement based on the following concepts: separation pushes agents
away from each other, alignment causes agents to move in the same
direction as their neighbors, and cohesion clusters agents together to
form cohesive flocks.

The Boids algorithm is intentionally simple in design. The algorithm
does not provide obstacle avoidance, and there is no means of target-
seeking to complete a specific task. Because of this, the Boids algorithm
has limited direct application outside of computer animation or agent
placement [19,20]. Other algorithms, however, add more rules or
complex control on top of Boids to improve it [21,22].

In this paper, we propose a novel extension to the Boids algorithm
based on control barrier functions, and we characterize its trade-offs in
numerical simulations of a search and rescue task. Without modifying
the three rules of separation, alignment, and cohesion, we use ghost
boids to implement object avoidance and goal-seeking behavior. Ghost
boids interact with agents similarly to other agents but with modified
rules. One type of ghost boid, an aid-to-navigation, is placed on obstacles
and the environment boundary to inhibit collisions. Another type of
ghost boid, a compass, enables the agents to move toward a given
location. By controlling the strength of the compass, we can tune how
much the algorithm exploits the information to move toward the target
location versus how much it explores the environment. To further
improve safety, we use a control barrier function to minimally modify
the algorithm to avoid collisions at an additional computational cost.
Inspired by the Boids algorithm, we impose that each agent travels
at a constant velocity so that the environment is continuously being
explored, so we cannot guarantee safety via braking. Instead, we show
through numerical simulations that safety is vastly improved, even in
large swarms.

Fig. 1 illustrates how we present our results. In this figure, a group
of 50 agents (shown as orange dots on the left side of the image)
explores an environment consisting of a square boundary and two
walls (perpendicular lines shown as black squares emerging from the
bottom and top of the figure). One agent is given the goal’s location
(the magenta star), and the agents use local interactions to explore the
environment and move toward the goal. To visualize this behavior,
we use a heatmap of the agent locations aggregated over time for
2 
multiple simulations, where darker regions (dark blue) correspond to
well-explored areas and lighter regions (yellow) correspond to the less
explored spaces. In this scenario, the agents have effectively explored
the entire environment (since much of the heat map is blue). Ad-
ditionally, three agents are shown to have had collisions across all
aggregated simulations, as indicated by the red dots near the walls. By
tuning the compass influence, the agents may search closer to the goal
location at the cost of less exploration of the environment. The rest of
the paper is organized as follows. We describe the problem setup, the
simulation parameters, and the Boids algorithm in Section 2. We then
introduce the two main components of our algorithm, ghost boids and
control barrier functions, in Sections 3 and 4. We describe our results
in Section 5, provide a discussion of algorithmic caveats and extensions
in Section 6, and concluding remarks in Section 7.

2. Problem setup

To study the properties of our algorithm, we perform various sim-
ulations in a search and rescue scenario. For each set of simulation
parameters, we run 100 simulations, each for 5000 iterations of the
algorithm. Each simulation uses a different random seed for initializa-
tion, with agents initialized in a grid on the left side of the environment
at random headings, as shown in Fig. 1. Once an agent collides with
another agent or an obstacle, it is considered ‘‘dead’’ and becomes
stationary.

Our analysis of a swarming multi-agent system (using and extending
the Reynolds algorithm) has been done by some other researchers with
differing approaches to ours, and their algorithm enhancements have
some similarities. Olfati-Saber [23] explores a framework for flocking
and includes some similar ideas to ours, which we note later in this
work when discussing ghost boids. Ibuki et al. [24] describe a flocking
control algorithm that uses control barrier functions that are partially
validated regarding safety using a small set of simulations. Beaver
et al. [25] provides an overview of the state of flocking algorithms,
including Reynolds flocking, which they call Cluster Flocking.

2.1. Simulation parameters

The simulations have numerous parameters that affect the results
and make our algorithm tunable. To understand how our algorithm
performs in various conditions, we vary the following parameters:
number of agents, position of obstacles in the environment, number
of informed agents,1 and influence (or weight) of a compass.

2.2. Performance metrics

Recall that the goal is for the agents to cooperatively search for
the target location while maintaining safety. We now describe several
performance metrics that we use to characterize how well an algorithm
achieves these objectives.

Safety. We characterize the safety of an algorithm by its survival rate,
which is the ratio of the number of agents that did not have any
collisions throughout a given simulation to the total number of agents.

1 Informed agents know the (possible) target location. In our experiments,
no knowledge of the target location is spread; only agents that are initialized
as informed ever know the target location.
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Fig. 2. Visualization of Boids rules. Left to right: separation, alignment, and cohesion.
Performance. We have two metrics to characterize how well a group
of agents explores an environment while exploiting information about
the possible target location. Our first metric is the target success rate,
which is the ratio of agents that have reached the target location by
the end of the simulation to the total number of agents. We count
an agent as having reached the target if it collides with the target at
any point during the simulation, even if the agent later moves away
from the target and/or has a separate collision and dies. While the
target success rate indicates how well the agents exploit the information
about the possible target location, it does not characterize how well
they explore the remainder of the environment. As it is difficult to
capture this exploration/exploitation trade-off in a single number, we
instead use a heatmap of agent positions aggregated over both iterations
and simulations to study the search coverage of an algorithm. Dark
regions of the heatmap indicate locations searched many times over the
simulations (possibly by multiple agents), while lighter regions indicate
low search coverage. An example heatmap is shown in Fig. 1.

2.3. The boids algorithm

We now describe the traditional Boids algorithm that our algo-
rithm builds upon. In this algorithm, each agent moves in the two-
dimensional plane with unit speed in the direction of its heading.
The heading is a weighted average of the headings obtained from the
three rules of separation, alignment, and cohesion. For each agent, the
heading from the separation rule points in the opposite direction as the
relative positions of its neighbors, the heading from the alignment rule
points in the average direction as the headings of its neighbors, and the
heading from the cohesion rule points in the direction of the average
relative positions of its neighbors. We illustrate these three rules in
Fig. 2.

To motivate the need for obstacle avoidance and goal-seeking be-
havior, consider running the Boids algorithm in a bounded environment
with no obstacles. The corresponding heatmap is shown in Fig. 3,
where agents wander through the environment until colliding with the
boundary (collisions shown in red). In the following two sections, we
describe our extensions to this algorithm that address these issues.

3. Ghost boids

We first extend the traditional Boids algorithm to have object
avoidance and goal-seeking behavior through the use of ghost boids.
These are identical to normal agents, but they do not actively move
on their own. Ghost boids affect the rules for separation and alignment
for neighboring agents. There are two types of ghost boids: aids to
navigation (ATON) [26] and compasses, which we now discuss.
3 
Fig. 3. Heatmap of the traditional Boids algorithm, which has no obstacle-avoidance
or goal-seeking behavior.

3.1. Aids to Navigation (ATON)

We use ATONs to provide obstacle avoidance. ATONs are placed
around the perimeter of obstacles and the environment, as shown in
Fig. 4 (red). These ghost boids are aligned such that they face away
from danger, so they point away from the center of an obstacle and
inwards from the boundary of the environment.

ATONs affect the separation and alignment rules of neighboring
agents. When an agent approaches danger, the ATON repels it from
its location while also aligning the agent’s heading away from danger.

Our concept of ghost boids is not the first approach to obstacle
avoidance. Olfati-Saber [23] proposed what they call 𝛾-agents that
direct a boid away from obstacles. The difference between this ap-
proach and ours is that our ATONs are fixed entities that can be
physically realized — this is both a pro and con. The 𝛾-agents must be
virtually created within the algorithm and placed at the closest point
on the obstacle from the physical agent. In contrast, ATONs represent
fixed entities, such as AprilTags [27,28], that must be placed in the
environment and can be detected by the agent.

3.2. Compasses

Compasses are another type of ghost boid that adds goal-seeking
capabilities to the algorithm. A set of agents called informed agents
know a possible target location to explore. For instance, agents may
be informed through initialization or the spread of information from
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Fig. 4. Illustration of ghost boids. ATONs (red triangles) point away from danger for
collision avoidance. A compass (green) is located on an informed agent (blue) and
points toward the target (magenta) for goal-seeking behavior. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of this article.)

neighboring agents that are informed. Olfati-Saber [23] first proposed
a similar concept with their 𝛽-agents that provide the algorithm with
per agent direction.

Each compass is assigned to a single agent and maintains the same
position as the agent. The compass only affects the alignment rule
of the agent to which it is assigned, and its heading points directly
toward the target location, as illustrated in Fig. 4 (green). To avoid
the influence of the compass being attenuated by several neighbors, we
scale the compass’s influence (or weight) proportional to the number
of neighboring agents and ATONs (but not other compasses).

4. Control barrier functions

While the separation rule of the Boids algorithm and the ATON
ghost boids provide some level of collision avoidance, they provide
insufficient safety in scenarios with large clusters of agents. For in-
stance, consider a set of 50 agents, none of which are informed, in a
bounded environment with two walls. The corresponding heatmap is
shown in Fig. 5, with many collisions occurring both at obstacles and
in the interior of the environment between agents.

To further improve safety, we use a constraint-based control
methodology inspired by long-duration autonomy in ecology [29]. In
particular, we use a control barrier function (CBF) to modify the algo-
rithm in a computationally efficient way that promotes safety [11]. Let
the two-dimensional vectors 𝑝𝑖 and 𝑣𝑖 denote the position and velocity
of boid 𝑖 (either a physical agent or a ghost boid). Let 𝑠𝑖 = (𝑝𝑖, 𝑣𝑖) denote
the state of boid 𝑖, and let 𝑠 = {𝑠𝑖} denote the aggregated state of all
boids.

To characterize safety, we let 𝑆 denote the set of aggregated states
that are considered safe. For instance, a state may be safe if no agent
collides with an obstacle or any other agent, 𝑗. Suppose we can describe
the safe set as the super-level set of some barrier function ℎ applied to
all pairs of boids,

𝑆 = {𝑠 ∣ ℎ(𝑠 , 𝑠 ) ≥ 0 for all 𝑖, 𝑗}. (1)
𝑖 𝑗

4 
Fig. 5. Heatmap of the Boids algorithm with ghost boids. Many collisions occur (red)
even with the separation rule and ATONs. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)

For collision avoidance, we choose the barrier function such that it is
nonnegative when two boids are separated by at least some positive
distance 𝐷,

ℎ(𝑠𝑖, 𝑠𝑗 ) = ‖𝑝𝑖 − 𝑝𝑗‖
2 −𝐷2. (2)

To increase safety, we set the safety distance larger than the distance
at which two agents would collide.

The idea behind CBFs is to choose the heading so that the barrier
function does not become too small and the state remains safe. In
continuous time, this safety constraint takes the form
d
d𝑡
ℎ(𝑠𝑖, 𝑠𝑗 ) + 𝛼 ℎ(𝑠𝑖, 𝑠𝑗 ) ≥ 0 for all 𝑖, 𝑗 (3a)

for some positive constant 𝛼, where d
d𝑡ℎ is the derivative of the barrier

function for time along the system’s dynamics. Alternatively, in discrete
time, the safety constraint is [30]

ℎ(𝑠+𝑖 , 𝑠
+
𝑗 ) ≥ 𝑐 ℎ(𝑠𝑖, 𝑠𝑗 ) for all 𝑖, 𝑗 (3b)

for some constant 𝑐 ∈ (0, 1), where 𝑠+𝑖 denotes the state of boid 𝑖 at the
next iteration of the algorithm.

Denote the velocity of boid 𝑖 using the Boids algorithm with ghost
boids as 𝑣nom

𝑖 . The CBF controller modifies this velocity in a minimally
invasive way while ensuring safety. It chooses the velocity of each agent
to minimize the squared norm of the difference between its velocity and
that of the nominal velocity subject to the safety constraint:

𝑣𝑖 = argmin
𝑣

‖𝑣 − 𝑣nom
𝑖 ‖

2 (4)

subject to safety constraint (3a) or (3b).

If the nominal velocity 𝑣nom
𝑖 satisfies the safety constraint, it is trivially

the optimal solution. If not, the optimizer finds the velocity as close to
the nominal velocity as possible without defying the safety constraint.

We now describe the detailed formulation of the optimization prob-
lem (4) for the barrier function (2). We first consider the safety con-
straint in discrete time. Using a forward discretization of the differential
equation d

d𝑡 𝑝𝑖 = 𝑣𝑖 with time step 𝛥𝑡, the position of boid 𝑖 at the next
iteration is 𝑝+𝑖 = 𝑝𝑖 + 𝛥𝑡 𝑣𝑖. The safety constraint (3b) between boids 𝑖
and 𝑗 is then
[

𝑝𝑖 − 𝑝𝑗
]𝖳 [

1 − 𝑐 𝛥𝑡
2

][

𝑝𝑖 − 𝑝𝑗
]

≥ (1 − 𝑐)𝐷2,

𝑣𝑖 − 𝑣𝑗 𝛥𝑡 𝛥𝑡 𝑣𝑖 − 𝑣𝑗
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which is quadratic in the differences between the positions and veloci-
ties of the two boids. In this formulation, the optimization problem (4)
is a quadratically-constrained quadratic program, which is, in general,
NP-hard to solve. Furthermore, this is a global optimization problem
since it couples the velocities between all of the agents, which are the
variables in the problem.

Since the previous formulation is not computationally tractable,
we propose a modified problem that is easier to solve but does not
guarantee safety. Define the positive constant 𝛼 = 𝛥𝑡−1(1 − 𝑐). For
𝛥𝑡 sufficiently small, we can neglect the term in the above inequality
that is quadratic in the relative velocities to obtain the modified safety
constraint
[

𝑝𝑖 − 𝑝𝑗
𝑣𝑖 − 𝑣𝑗

]𝖳 [
𝛼 1

1 0

][

𝑝𝑖 − 𝑝𝑗
𝑣𝑖 − 𝑣𝑗

]

≥ 𝛼 𝐷2. (5)

This constraint is affine in the velocity. The optimization problem is
then a convex quadratic program that can be solved efficiently us-
ing standard numerical solvers [31–34]. In addition, this optimization
problem can be solved in a decentralized way by having each agent 𝑖
mplement half of the constraint:

𝑝𝑖 − 𝑝𝑗 )𝖳𝑣𝑖 +
𝛼
4 (‖𝑝𝑖 − 𝑝𝑗‖

2 −𝐷2) ≥ 0, (6)

hich does not depend on the velocity of boid 𝑗 (see [29]). Therefore,
he optimization problem (4) for each boid only requires the relative
ositions and velocities of neighboring boids.

To further motivate this simplification, we observe that the modified
afety constraint (5) is precisely the safety constraint (3a) for the
ontinuous-time dynamics. Since we implement the system in discrete-
ime, this continuous-time safety constraint is not sufficient to guaran-
ee safety. However, our simulations show it drastically improves safety
t a moderate additional computational cost.

Beyond the simplification of the safety constraint, another possible
ource of collisions is that instead of applying the optimal solution 𝑣𝑖
rom (4), we apply the normalized2 velocity ‖𝑣𝑖‖−1𝑣𝑖. We do not include
his normalization as a constraint in (4) as that would again lead
o a quadratically-constrained quadratic program. Without requiring
normalized velocity, we could achieve guaranteed safety simply by

aving all agents remain stationary (e.g., see the braking mechanism
n [13]).

To summarize, each agent 𝑖 first finds its nominal velocity 𝑣nom
𝑖 by

pplying the Boids algorithm with ghost boids, solves the quadratic
rogram (4) subject to its portion of the modified safety constraint
n (6) for all neighboring agents and ATONs to obtain the velocity 𝑣𝑖,
nd then applies the normalized velocity ‖𝑣𝑖‖−1𝑣𝑖 to update its position.

. Experimental results

We now illustrate the properties of our algorithm using simulations
f the search and rescue scenario described in Section 2 under various
arameter settings. Since it is not realistic to discuss all possible com-
inations of parameters, we focus on the parameters most relevant to
he particular discussion.

.1. Safety vs. Efficiency

In physical systems, hardware constraints limit the computational
omplexity of the algorithms they can implement. Therefore, we first
tudy the trade-off between safety and computational efficiency. Fig. 6
hows the heatmap produced by 10 agents, none of which are informed,
n an open environment.

2 We could directly apply the velocity obtained from the optimization
roblem (4). The Boids algorithm, however, traditionally uses a constant
elocity, which is why we choose to use the normalized velocity.
5 
Table 1
Survival rate in percent (average runtime in milliseconds) of each algorithm with no
informed agents in an open environment with a varying number of agents.

Algorithm 5 agents 10 agents 50 agents 100 agents

Traditional 1.6 (40) 2.4 (70) 0.0 (326) 0.0 (667)
Ghost boids 100 (77) 95.4 (137) 46.2 (593) 23.9 (1086)
CBF 100 (453) 100 (1360) 99.9 (11 352) 99.9 (25 528)

The most computationally efficient algorithm is the traditional
Boids algorithm, shown in Fig. 6(a), as it only requires each agent
to compute weighted sums of the relative positions and velocities of
its neighboring agents. Since this algorithm has no obstacle avoidance
mechanism, agents wander through the environment until colliding
with the boundary.

The ATONs placed around the boundary result in much fewer
collisions, as illustrated in Fig. 6(b). Most agents wander through the
environment throughout the simulation, resulting in a darker heatmap.
However, the repulsive effect of the separation rule is not always
strong enough to keep agents from colliding, resulting in collisions
between agents throughout the environment. This algorithm has a
slightly higher computational cost as the weighted sums now include
the ATONs on the boundary.

To further improve safety, the CBF algorithm from Section 4 en-
forces the safety constraint to be satisfied if such a velocity exists.
This results in no collisions in this scenario, although it requires each
agent to solve a quadratic program at each iteration of the algorithm.
This optimization problem is trivial, however, if the nominal velocity
already satisfies the safety constraint; it only incurs an additional cost
when the nominal velocity is unsafe.

The survival rate and runtime for each algorithm in this scenario are
provided in Table 1 for various agents. The traditional Boids algorithm
is the most computationally efficient but the least safe, while the CBF
algorithm is the most safe but the least efficient. All algorithms become
less safe and have longer runtimes as the number of agents increases.

While Table 1 shows the average total runtime, the more relevant
statistic when considering viability of real-time applications is the per
agent runtime. We can estimate this quantity by dividing the total
runtime by the number of agents. This is not an exact measure of
the runtime per agent as it also includes the initialization time, so
we expect the runtime per agent to decrease as the number of agents
increases since the initialization time gets distributed across a larger
number of agents. This holds true for the Traditional and Ghost boid
algorithms. The per-agent runtime of the CBF algorithm, however,
increases as the number of agents increases. This is due to the com-
plexity of solving the quadratic programs being such a large factor
in the CBF algorithm. As the number of agents increases, the average
number of neighbors of each agent also increases. This increases the
number of constraints in the quadratic program, making solving it more
computationally expensive.

5.2. Exploration vs. Exploitation

We now study the trade-off between exploring the environment and
exploiting information about the possible target location available to
informed agents. Two parameters affect this trade-off: the number of
informed agents and the compass influence.

The compass influence is a single scalar parameter that trades off
exploration and exploitation. Consider a group of 50 agents, all of
which are informed, running the CBF algorithm in an environment
with a wall as shown in Fig. 7 for varying amounts of compass influ-
ence. Without the compass (Fig. 7(a)), the agents uniformly cover the
environment with few collisions due to the CBF mechanism. With a
small amount of compass influence (Fig. 7(b)), the agents still explore
the environment, but to a lesser extent as they spend more time near
the target location due to the compass pointing in that direction. With
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Fig. 6. Heatmaps for each algorithm. The system can be made more safe at additional computational cost.
Fig. 7. Heatmaps of the CBF algorithm. A larger compass influence yields more exploitation and less exploration.
Fig. 8. Heatmaps of the CBF algorithm. Too much compass influence results in agents being trapped in the bowl.
100% compass influence (Fig. 7(c)), the agents move directly toward
the target location and remain within a ball about the target.

Similar to the compass influence, the number of informed agents
can also be used to exploit the trade-off between exploration and ex-
ploitation. More informed agents result in more exploitation, similar to
using more compass influence. As the results are qualitatively similar,
we do not show the plots due to space limitations.

While more compass influence results in more exploitation of target
location information, it can also result in agents becoming trapped
by environmental obstacles. Consider the same setup as before but in
an environment with a bowl-shaped obstacle, as illustrated in Fig. 8.
Here, the target is located on the side of the bowl opposite the starting
location of the agents. When the compass influence is too large, many
agents become trapped by the bowl and are, therefore, unable to reach
6 
the target location. In addition, this results in many collisions due to
the high density of agents inside the bowl. We conclude that complex
environments require a smaller compass influence (or fewer informed
agents) so that agents explore enough of the environment to locate the
target.

6. Discussion

Our algorithm could be extended in various ways. We made several
simplifying assumptions in deriving the safety constraint for the CBF,
so our algorithm does not guarantee safety. An interesting problem is
constructing a safety constraint for the discrete-time dynamics that is
always feasible to guarantee safety.
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Another extension is to design a high-level planner on top of our
algorithm to prevent agents from becoming stuck by obstacles. In this
work, we only considered cases where all informed agents have access
to the same possible target location. In a more realistic search and
rescue scenario, there may be many possible locations where the target
may be located. The algorithm should then trade off the amount of
effort spent searching each possible target location with the rest of
the environment. Beyond a finite number of single points, we may
generally have a probability distribution over the environment that
describes the probability that the target is at any given location. In that
case, we would want to spend time in each region proportional to the
probability that the target is in that region.

Finally, implementing these algorithms on a physical swarm of
robots would provide valuable insight into their viability in realis-
tic search and rescue applications. While simulations provide general
insights, imperfect sensor readings and actuator control, dynamic ter-
rain, different robot specifications, and more will result in different
performances in realistic applications.

7. Conclusions

In this work, we extended the traditional Boids algorithm to be
applicable to search and rescue tasks. We introduced two types of ghost
boids, ATONs, and compasses, to give the algorithm obstacle-avoidance
and goal-seeking behavior. Then, we implemented a CBF controller on
top of this algorithm to achieve better safety at an additional compu-
tational cost. We showed through simulations that our algorithm can
trade off safety and efficiency through ATONs and CBFs and that the
number of informed agents and compass influence can be used to trade
off exploration of the environment with the exploitation of possible
target location information. However, in complex environments (such
as the bowl-shaped obstacle), too much compass influence can cause
livelock scenarios in which informed agents cannot navigate around
the obstacle to reach the target.
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