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Abstract

We revisit the classical problem of absolute stability; assessing the robust stability of a given linear time-invariant (LTI) plant in feedback with a nonlinearity belonging to some given function class. Standard results typically take the form of sufficient conditions on the LTI plant, the least conservative of which are based on O’Shea–Zames–Falb multipliers. We present an alternative analysis based on lifting and interpolation that directly constructs a Lyapunov function that certifies absolute stability without resorting to frequency-domain inequalities or integral quadratic constraints. In particular, we use linear matrix inequalities to search over Lyapunov functions that are quadratic in the iterates and linear in the corresponding function values of the system in a lifted space. We show that our approach recovers state-of-the-art results on a set of benchmark problems.

1 Introduction

We consider the classical absolute stability problem, also known as the Lur’e problem [8], illustrated in Fig. 1. A linear time-invariant (LTI) system $G$ with internal state $x$ is in feedback with a static nonlinearity $\phi$.

![Fig. 1: System $G$ with internal state $x$ in feedback with a nonlinearity $\phi$ belonging to a given function class. The absolute stability problem is to find conditions on $G$ that ensure stability of the closed-loop system for all initial states and all nonlinearities in the function class.](image)

The standard approach to absolute stability uses Zames–Falb multipliers† [18] and integral quadratic constraints (IQCs) [10], which we review in Sections 2 and 3. Existence of a suitable multiplier provides a guarantee of robust stability, and one can search over all finite impulse response (FIR) multipliers using convex linear matrix inequalities (LMIs) [4]. There is an abundance of literature on this topic, including tutorials such as “Zames–Falb Multipliers: Don’t Panic” [14] that aim to communicate the main results to a broad audience.

While searching over Zames–Falb multipliers is the state-of-the-art, it does not (at least directly) construct a Lyapunov function to certify absolute stability. Instead, the Kalman–Yakubovich–Popov (KYP) lemma [12] is typically used to relate feasibility of an LMI to a corresponding frequency domain inequality (FDI). The main result for integral quadratic constraints [10] is that this FDI is sufficient for absolute stability (see Section 3).

In contrast to the standard approach, we propose approaching absolute stability via lifting and interpolation. We lift the system to a higher-dimensional space, and then search for a Lyapunov function in this lifted space using linear matrix inequalities. The LMI is derived from a dissipation inequality whose supply rate is a combination of valid inequalities satisfied by the nonlinearity. Our approach has several benefits. First, a feasible solution to our LMI directly provides a Lyapunov function. Since our approach is based on a simple dissipation inequality, it generalizes naturally to other settings such as robust or stochastic performance certification (see Section 6). Also, we relate the set of all valid multipliers for a given function class to interpolation, which provides a systematic way to construct all valid inequalities satisfied by the inputs and outputs of the nonlinearity.

1.1 Main idea

To certify absolute stability of the Lur’e system, we propose using a common quadratic-plus-linear Lyapunov function candidate of the form

$$V(x, f) := x^TPx + p^TFf$$

(1)

where $(x, f)$ is the state of a lifted system, which we describe in Section 4.1. The matrix $P$ and vector $p$ are parameters of the Lyapunov function that we search over using a linear matrix inequality, and $F$ is a fixed matrix. To show that $V$ is a Lyapunov function, we will search for a quadratic-plus-linear form $\sigma_1(y_t, u_t, f_t) \geq 0$ that is nonnegative over all system trajectories and that satisfies the discrete-time dissipation inequality

$$V(x_{t+1}, f_{t+1}) - V(x_t, f_t) + \sigma_1(y_t, u_t, f_t) \leq 0.$$  

(2a)

This quadratic-plus-linear form is similar to the Lur’e–Postnikov Lyapunov function. The difference is that the lifted state $(x, f)$ is augmented to include past input and function values.
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A Lyapunov function must also be positive definite. This can be enforced by requiring $P > 0$ and $p > 0$, but a less conservative approach is to find another nonnegative quadratic-plus-linear form $\sigma_2(y, u, f) \geq 0$ such that

$$\|x_i\|^2 - V(x_i, f_i) + \sigma_2(y, u, f) \leq 0. \tag{2b}$$

Combining the two inequalities in (2) and using the fact that $\sigma_1$ and $\sigma_2$ are nonnegative along system trajectories,

$$\|x_i\|^2 \leq V(x_i, f_i) \leq V(x_{i-1}, f_{i-1}) \leq \ldots \leq V(x_0, f_0),$$

so the Lyapunov function $V$ certifies absolutely stability. We characterize the set of all nonnegative quadratic-plus-linear forms in Section 2, which we then use in Section 4 to search over all Lyapunov functions of the form (1).

1.2 Assumptions

To illustrate our results, we focus on the case where $G$ is a discrete-time finite-dimensional linear time-invariant single-input single-output (SISO) system, and the nonlinearity $\phi : \mathbb{R} \rightarrow \mathbb{R}$ is bounded, satisfies $\phi(0) = 0$, and is monotone, which means that

$$0 \leq (\phi(x) - \phi(y))(x - y) \quad \text{for all } x, y \in \mathbb{R}.$$  

Since the nonlinearity $\phi : \mathbb{R} \rightarrow \mathbb{R}$ is monotone, it is the gradient of a scalar-valued function $f : \mathbb{R} \rightarrow \mathbb{R}$, that is, $\phi = \nabla f$. Furthermore, $f$ is a closed convex proper function since $\phi$ is monotone; see [1]. We assume without loss of generality that $f(0) = 0$. We choose this simple setting to highlight our results, although we emphasize that our results generalize to other classes of nonlinearities.

2 Quadratic inequalities & interpolation

We first review standard results concerning quadratic constraints that hold between the input and output of a monotone map $\phi$. We then use interpolation conditions to construct all such inequalities that are also linear in the values of the convex function $f$ whose gradient is $\phi$.

2.1 Background

The conventional approach to robust stability analysis is to replace the nonlinearity $\phi$ by valid inequalities, typically quadratic, that hold between its inputs and outputs. Willems and Brockett [17] were the first to construct all valid quadratic inequalities for a monotone nonlinearity. The inequalities are described in terms of a doubly hyperdominant matrix. A matrix $M = \{M_{ij}\}$ is doubly hyperdominant if $M_{ij} \leq 0$ for all $i \neq j$ and

$$\sum_i M_{ij} \geq 0 \quad \text{and} \quad \sum_j M_{ij} \geq 0 \quad \text{for all } i \text{ and } j.$$  

The following result from [17] characterizes SISO monotone functions in terms of quadratic inequalities. The result was extended to the MIMO case in [9].

**Proposition 1.** The quadratic inequality

$$\begin{bmatrix} u_t \\ \vdots \\ u_0 \end{bmatrix}^T M \begin{bmatrix} y_t \\ \vdots \\ y_0 \end{bmatrix} \geq 0 \tag{3}$$

holds for all finite sets of points such that $u_t = \phi(y_t)$ for all $t = 0, 1, \ldots, \ell$ for some monotone function $\phi : \mathbb{R} \rightarrow \mathbb{R}$ with $\phi(0) = 0$ if and only if $M$ is doubly hyperdominant.

Proposition 1 provides an exact characterization of all quadratic inequalities that hold between a finite set of input-output pairs of a monotone function. In contrast, Zames–Falb multipliers [17, 18] describe a set of inequalities that hold over an *infinite* horizon.

**Proposition 2.** Suppose $\Pi$ is a stable discrete-time LTI system. Then the quadratic inequality

$$\sum_{t=-\infty}^{\infty} u_t (\Pi y)_t \geq 0 \tag{4}$$

holds for all square-summable signals $u$ and $y$ such that $u_t = \phi(y_t)$ for all $t$ for some monotone function $\phi : \mathbb{R} \rightarrow \mathbb{R}$ with $\phi(0) = 0$ if and only if the impulse response $\pi$ of $\Pi$ satisfies $\pi_t \leq 0$ for all $t \neq 0$ and $\sum_{t=-\infty}^{\infty} \pi_t \geq 0$.

In contrast to (3) and (4), which only involve the inputs and outputs of the nonlinearity $\phi$, our analysis will use inequalities that also depend on the values of the convex function $f$ whose gradient is $\phi$ (which always exists since $\phi$ is monotone and one-dimensional by assumption). To this end, we characterize all tuples $(M, m)$ for which the quadratic-plus-linear inequality

$$\begin{bmatrix} y_t \\ \vdots \\ y_0 \end{bmatrix}^T M \begin{bmatrix} u_t \\ \vdots \\ u_0 \end{bmatrix} + m^T \begin{bmatrix} f_t \\ \vdots \\ f_0 \end{bmatrix} \geq 0 \tag{5}$$

holds for all sets of points such that $u_t = \nabla f(y_t)$ and $f_t = f(y_t)$ for some convex function $f : \mathbb{R} \rightarrow \mathbb{R}$ with $f(0) = 0$ and $f(0) = 0$. We shall see that such conditions naturally arise as the dual of conditions for convex interpolation.

2.2 Interpolation

We now show how to systematically derive the set of all quadratic-plus-linear inequalities (5) using *interpolation*.

**Definition.** A set of points $(y_i, u_i, f_i)$ for $i = 0, \ldots, \ell$ is *interpolable* by a convex function that passes through the origin if there exists a convex function $f : \mathbb{R} \rightarrow \mathbb{R}$ with $f(0) = 0$ and $\nabla f(0) = 0$ such that $u_i = \nabla f(y_i)$ and $f_i = f(y_i)$ for all $i = 0, \ldots, \ell$.

The following result provides necessary and sufficient conditions for interpolation by a convex function that passes through the origin; see [13, Thm. 1].
To find the dual cone, we take a nonnegative linear combination using convex optimization. This will allow us to efficiently search over all multipliers. Since a dual cone is always a convex set [2], any such parameter is referred to as a multiplier.

In particular, a set of points is interpolable by a convex function that passes through the origin if and only if the tuple \((M, m)\) is in the interpolation set, defined as

\[ \mathcal{K} = \{ (G, f) \mid f_i \geq f_j + G_{ij} - G_{jj}, G_{ii} \geq f_i, \text{ and } f_i \geq 0 \text{ for all } i, j \text{ and rank}(G) = 1 \} \]

Given a Gram matrix \(G\) and vector \(f\) in the interpolation set, we can factor \(G\) as in (6) since it has rank one. Then, from the definition of the interpolation set, the points \((y_i, u_i, f_i)\) satisfy the interpolation conditions in Proposition 3, so there exists a convex function that interpolates the points. While the interpolation set exactly characterizes the Gram matrices and function values that can be generated by a convex function, the quadratic-plus-linear inequalities (5) are naturally characterized by the dual of the interpolation set,

\[ \mathcal{K}^* = \{ (M, m) \mid \text{tr}(M^T G) + m^T f \geq 0, \forall (G, f) \in \mathcal{K} \} \]

This is precisely the set of all tuples \((M, m)\) such that the inequality (5) holds for all sets of points that are interpolable by a convex function that passes through the origin. Any such parameter is referred to as a multiplier. An important implication of this is that, since the set of multipliers is a dual cone, it is always a convex set [2]. This will allow us to efficiently search over all multipliers using convex optimization.

To find the dual cone, we take a nonnegative linear combination of all inequalities defining the interpolation set,

\[ \sum_{i=1}^{\ell} \sum_{j=1}^{\ell} \lambda_{ij} (f_i - f_j - G_{ij} + G_{jj}) + \gamma_i (G_{ii} - f_i) + \delta_i f_i \geq 0 \]

where the coefficients \(\lambda_{ij}, \gamma_i, \text{ and } \delta_i\) are nonnegative. Assembling the coefficients into the matrix \(\Lambda = \{\lambda_{ij}\}\) and vectors \(\gamma = \{\gamma_i\}\) and \(\delta = \{\delta_i\}\), we can write this inequality compactly as \(\text{tr}(M^T G) + m^T f \geq 0\), where the matrix \(M\) and vector \(m\) are given as follows:

\[ M = \text{diag}(\Lambda^T 1) - \Lambda + \text{diag}(\gamma) \]

\[ m = (\Lambda - \Lambda^T) 1 - \gamma + \delta \]

Therefore, the dual cone of the interpolation set for the class of convex functions that pass through the origin is

\[ \mathcal{K}^* = \{ (M, m) \mid M^T 1 \geq 0, M 1 + m \geq 0, \text{ and } M_{ij} \leq 0 \text{ for all } i \neq j \} \]

We summarize this result as follows.

**Proposition 4.** The quadratic-plus-linear inequality (5) holds for all sets of points \((y_i, u_i, f_i)\) for \(i = 0, \ldots, \ell\) that are interpolable by a convex function that passes through the origin if and only if the tuple \((M, m)\) is in the dual cone \(\mathcal{K}^*\) in (7).

Here, we focused on characterizing quadratic-plus-linear inequalities that hold for points that are interpolable by a scalar convex function that passes through the origin. We emphasize, however, that our construction generalizes to other function classes and other types of inequalities. We summarize this general principle linking interpolation with the set of multipliers as follows:

**The set of all multipliers is the dual of the interpolation set.**

**Remark 1.** Instead of using the interpolation conditions in Proposition 3 that involve function values, we could equivalently use the cyclic monotonicity conditions that are also necessary and sufficient for convex interpolation but only involve \(y_i\) and \(u_i\) (but not \(f_i\)). Then the dual of the interpolation cone would only involve a matrix \(M\) (and not a vector \(m\)) and would consist of all doubly hyperdominant matrices, recovering Proposition 1.

**Remark 2.** There are several generalizations of slope-restricted nonlinearities to the multi-input multi-output case, including diagonal, repeated, or full-block cases [9]. The MIMO generalization of monotonicity is defined by the inequality

\[ 0 \leq (\phi(x) - \phi(y))^T (x - y) \quad \text{for all } x, y \in \mathbb{R}^n. \]

However, care must be taken because a MIMO monotone nonlinearity is not necessarily the gradient of a convex function \(f: \mathbb{R}^n \to \mathbb{R}\). If it is, then the interpolation conditions in Proposition 3 become \(f_i \geq f_j + u_j^T (y_i - y_j)\). Otherwise, we can use the definition itself as the set of valid inequalities: \((u_i - u_j)^T (y_i - y_j) \geq 0\). The ability to work directly with valid inequalities means that there is no need to translate information about the function into a frequency-domain IQC. This is particularly useful in scenarios where the nonlinearity is implicitly characterized by the inequalities that it satisfies, as in iterative algorithm analysis [7]. See [13] for the interpolation conditions for many other function classes.

### 3 Absolute stability via Zames–Falb

We now summarize how to use Zames–Falb multipliers to verify absolute stability of the Lur’e system.
3.1 Frequency domain formulation

Applying Parseval’s theorem, the time-domain quadratic inequality (4) is equivalent to the frequency-domain quadratic inequality $\int u(z)^* \Pi(z) y(z) \, dz \geq 0$, where the integral is over the unit circle in the complex plane. This is an integral quadratic constraint [10].

Since the signals are related by $y(z) = G(z) u(z)$ where $G(z)$ is the transfer function of the LTI system in Fig. 1, the IQC can be written as $\int \Pi(z) G(z) \|u(z)\|^2 \, dz \geq 0$. The main IQC result is that the system is absolutely stable for all signals satisfying the IQC if and only if the following frequency-domain inequality holds [10, 17].

$$\text{Re}\{\Pi(z) G(z)\} < 0 \quad \text{for all } z \in \mathbb{C} \text{ with } |z| = 1. \quad (\text{FDI})$$

Therefore, a sufficient condition for robust stability of the interconnection is the existence of a multiplier $\Pi(z)$ that satisfies the conditions in Proposition 2 and (FDI).

3.2 Time domain formulation

The frequency-domain inequality (FDI) is not conducive to numerical verification since it must hold over an infinite number of points. By applying the Kalman–Yakubovich–Popov lemma [12], we can transform (FDI) to an equivalent linear matrix inequality, which is more amenable to computation.

Suppose the Zames–Falb multiplier $\Pi$ has finite impulse response $\pi_t$ of length $\ell$, that is, $\pi_t = 0$ for $|t| > \ell$. Define the $2(\ell + 1) \times 2$ transfer matrix

$$\Psi(z) := \begin{bmatrix} 1 & z^{-1} & \cdots & z^{-\ell} & 0 & 0 & \cdots & 0 \\ 0 & 0 & \cdots & 0 & 1 & z^{-1} & \cdots & z^{-\ell} \end{bmatrix}^T$$

and define the matrix

$$N = \begin{bmatrix} \pi_0 & \pi_1 & \cdots & \pi_{\ell} \\ \pi_{\ell-1} & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \pi_{-\ell} & 0 & \cdots & 0 \end{bmatrix}. \quad (8)$$

Then, (FDI) can be written as

$$\left[ G(z)^* \Psi(z)^* \begin{bmatrix} 0 & N^T \end{bmatrix} \Psi(z) G(z) \right] \begin{bmatrix} 1 \\ 1 \end{bmatrix} < 0.$$

Let $(A, B, C, D)$ be a minimal realization of the system

$$\begin{bmatrix} A & B \\ C & D \end{bmatrix} = \Psi(z) \begin{bmatrix} G(z) \\ 1 \end{bmatrix}. \quad (9)$$

Applying the KYP lemma (specifically, the positive-real lemma), we see that (FDI) is equivalent to the existence of $P = P^T > 0$ satisfying

$$A^T P A - P A^T P B + B^T P A - B^T P B + \frac{1}{2} [C \ D]^T \begin{bmatrix} 0 & N^T \\ N & 0 \end{bmatrix} [C \ D] < 0. \quad \text{(LMI)}$$

This is a linear matrix inequality, which can be readily solved using interior-point solvers, for example.

To summarize, if (LMI) is feasible, then we have found an FIR multiplier of length $\ell$ that certifies (FDI), which then implies absolute stability.

We can also verify absolute stability directly from the feasibility of (LMI) as follows. Suppose that (LMI) is feasible for some positive definite matrix $P$ and some FIR multiplier $\Pi$ of length $\ell$. Multiply the LMI on the right and left by $(x_t, u_t)$ and its transpose, respectively, where $x_t$ is the state of (9) at time $t$. Doing so, we obtain the dissipation inequality

$$x_{t+1}^T P x_{t+1} - x_t^T P x_t + \begin{bmatrix} u_t \\ y_t \end{bmatrix}^T N \begin{bmatrix} y_t \\ y_{t-\ell} \end{bmatrix} < 0. \quad (10)$$

We now sum the dissipation inequality over $t$ from 0 to $T$. The first two terms form a telescoping sum so that

$$0 > x_T^T P x_T + x_0^T P x_0$$

$$+ \begin{bmatrix} u_T \\ y_T \end{bmatrix}^T \begin{bmatrix} \pi_0 & \cdots & \pi_{T-1} & \pi_T \\ \vdots & \ddots & \vdots & \vdots \\ \pi_{1-T} & \cdots & \pi_0 & \pi_1 \\ \pi_{-T} & \cdots & \pi_{-1} & \pi_0 \end{bmatrix} \begin{bmatrix} y_T \\ y_{1} \end{bmatrix}.$$
4.1 Lifting

The main idea behind our analysis is to augment the state of the system in Fig. 1 so that it becomes more amenable to analysis. This procedure is known as a lifting, and the transformed system is called the lifted system. The idea of lifting is commonly used in polynomial optimization [6], kernel methods [5], and Koopman theory [3], where an intractable problem is lifted to a higher-dimensional space in which it becomes tractable. Fig. 2 provides an overview of the lifting procedure, where a lifting maps trajectories of the original system to those of the lifted system. While direct analysis of the original system is conservative, the analysis becomes less conservative in the lifted space; in particular, feasibility of a linear matrix inequality for the lifted system is that each element of the lifted iterates satisfies the uncertainty, thereby capturing information about the uncertainty across multiple time steps of the original system. Larger lifting dimensions produce higher-dimensional lifted iterates that are able to capture more information about the uncertainty and therefore produce a less conservative analysis.

4.2 Linear matrix inequality

We now construct an LMI that uses the set of multipliers in (7) to search over the class of quadratic-plus-linear Lyapunov functions in (1) for the lifted system (12) that satisfy the dissipation and positivity inequalities (2).

Theorem 1. Consider the system in Fig. 1 with state dimension n. Given a lifting dimension \( \ell \), construct state-space matrices \( (A, B, C, D, F, F_+) \) for the lifted system (9), and denote the lifted state dimension as \( n_\ell \).

If there exists a symmetric \( P \in \mathbb{R}^{n \times n} \), vector \( p \in \mathbb{R}^{\ell+1} \), and multipliers \( (M_1, m_1) \) and \( (M_2, m_2) \) in the dual cone \( K^* \) defined in (7) such that the following linear matrix inequality is feasible:

\[
\begin{bmatrix}
A^T P A - P & A^T P B \\
B^T P A & B^T P B
\end{bmatrix} + \frac{1}{2} \begin{bmatrix}
[C & D] & 0 \\
M_1 & 0
\end{bmatrix} \begin{bmatrix}
[C & D]
\end{bmatrix} \leq 0
\]

\[
(F_+ - F)^T p + m_1 \leq 0
\]

\[
\begin{bmatrix}
I - P & 0 \\
0 & 0
\end{bmatrix} + \frac{1}{2} \begin{bmatrix}
[0 & M_2] & 0 \\
M_2 & 0
\end{bmatrix} \begin{bmatrix}
[0 & M_2]
\end{bmatrix} \leq 0
\]

\[-F^T p + m_2 \leq 0
\]

then for any initial state \( x_0 \in \mathbb{R}^n \) and any bounded monotone function \( \phi : \mathbb{R} \to \mathbb{R} \) with \( \phi(0) = 0 \), the system in Fig. 1 is Lyapunov stable.

Proof. Consider a trajectory of the original system along with its corresponding lifted iterates (11). Multiply the first LMI on the right and left by the vector \( (x_t, u_t) \) and its transpose, respectively, and add the result to the inner product of the second inequality with \( f_t \) to obtain

\[
V(x_{t+1}, f_{t+1}) - V(x_t, f_t) \leq 0,
\]

where the function \( V \) is defined in (1) and we used that the inequality \( y_t^T M_1 u_t + m_1^T f_t \geq 0 \) holds from Proposition 4 since the lifted iterates are interpolable by a convex function that passes through the origin and the multiplier \( (M_1, m_1) \) is in the dual cone \( K^* \). A similar computation with the last two inequalities gives

\[
\|x_t\|^2 - V(x_t, f_t) \leq 0.
\]

Combining these, we have that

\[
\|x_t\|^2 \leq V(x_{t+1}, f_{t+1}) \leq V(x_{t-1}, f_{t-1}) \leq \ldots \leq V(x_0, f_0),
\]

which proves that the system is Lyapunov stable.

5 Numerical validation

We tested our approach on the examples from [4, Table I], which are shown in Table 1 below.

In each example, the system \( G(z) \) is in negative feedback with a slope-restricted nonlinearity in \((0, \alpha)\), so the nonlinearity satisfies \( 0 \leq \frac{\phi(x) - \phi(y)}{x-y} \leq \alpha \) for all \( x, y \in \mathbb{R} \). The goal is to find the largest \( \alpha \) such that we can ensure absolute stability of the closed-loop system. To apply Theorem 1, we first use a loop-shifting transformation. Namely, the following statements are equivalent:
We find the largest feasible $\alpha$ approach. Results are shown in Table 2.

Our numerical solver was error-prone and unreliable for such large $x$. Construct the lifted realization in (12) with lifted state

$$\ell$$

We now explain one of the examples in greater detail.

We find the largest feasible $\alpha$ by performing a bisection search over $\alpha$ and repeatedly applying Theorem 1 to test absolute stability. For each example, we were able to recover state-of-the-art results found using the IQC approach with FIR Zames–Falb multiplier search as in [4], and the lifting dimension required was comparable to the number of Zames–Falb multipliers needed in the IQC approach. Results are shown in Table 2.

<table>
<thead>
<tr>
<th>Ex.</th>
<th>$\alpha$</th>
<th>$(n_b, n_f)$</th>
<th>$\ell$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12.9960</td>
<td>(1, 0)</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0.8027</td>
<td>(1, 4)</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>0.3054</td>
<td>(1, 1)</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>3.8240</td>
<td>(0, 4)</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>2.4475</td>
<td>(0, 1)</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>0.9114</td>
<td>(1, 2)</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>0.4347$^4$</td>
<td>(3, 3)</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2: Comparison of the IQC approach vs. our lifting approach on the examples from Table 1. Both achieve the same $\alpha$. Here, $n_b$ and $n_f$ are the fewest causal and anticausal Zames–Falb multipliers needed, and $\ell$ is the smallest lifting dimension needed to achieve $\alpha$.

We now explain one of the examples in greater detail. Consider Example 6 with $\alpha = 0.91$. We begin with any realization of $-(1 + \alpha G)$. For example, we could pick

$$-(1 + \alpha G) = \begin{bmatrix} A & B \\ C & D \end{bmatrix} = \begin{bmatrix} 0.5 & 0 \\ 1.0 & 0 \\ -0.91 & -0.4186 \end{bmatrix}.$$ 

Construct the lifted realization in (12) with lifted state $x_t = (x_{t-2}, u_{t-2}, u_{t-1})$ and lifting dimension $\ell = 2$.

Using the LMI from Theorem 1, we obtain the feasible point

$$P = \begin{bmatrix} 1.4483 & -0.2173 & -2.4073 & -2.4262 \\ -0.2173 & 0.8523 & -2.6369 & 0.1214 \\ -2.4073 & -2.6369 & 2.4142 & -1.5938 \\ -2.4262 & 0.1214 & -1.5938 & 0.4756 \end{bmatrix} ,$$ 

Consequently, a Lyapunov function that certifies robust stability of Example 6 with $\alpha = 0.91$ is given by

$$V(x_t, f_t) = \begin{bmatrix} x_{t-2} \\ u_{t-2} \\ u_{t-1} \end{bmatrix}^T P \begin{bmatrix} x_{t-2} \\ u_{t-2} \\ u_{t-1} \end{bmatrix} + p^T \begin{bmatrix} f_{t-2} \\ f_{t-1} \end{bmatrix}.$$ 

The function $V$ satisfies (2) for all trajectories of the system and all slope-robust $\phi$ in the sector $(0, \alpha)$. Note that $P$ is an indefinite matrix, yet the feasibility of the LMI ensures that $V$ is positive over all trajectories. Note also that $V$ is realization-dependent, so using a different realization $(A, B, C, D)$ would transform $P$ accordingly.

**Remark 3.** Different (sometimes simpler) Lyapunov functions can be sought by imposing sparsity constraints on the LMI variables. For example, the LMI from Theorem 1 remains feasible if we set $p = 0$ (no function value dependence), but increase the lifting dimension to $\ell = 3$.

### 6 Beyond absolute stability

Our proposed approach using lifting and interpolation has the benefit of producing a stability certificate in the form of a Lyapunov function and associated dissipation inequality. Moreover, our approach operates entirely in the time domain using finite sums, which leads to simple and intuitive proofs. We only treated the case of absolute stability for discrete-time SISO systems, but our approach generalizes easily to other use cases. We now discuss a few of these potential extensions.

**Continuous time.** Lifting works analogously in continuous time if we replace the time lags with integrals. For example, where the lifted state might include a lagged $u(t)$ (integrated $k$ times) in continuous time. We still use a Lyapunov function of the form (1), except the associated dissipation inequality (2a) becomes

$$0 \geq \frac{d}{dt} V(x(t)) + \sigma(y(t), u(t), f(t)),$$

which leads to $\begin{bmatrix} A^T P A - P A^T P B \\ B^T P A \\ B^T P B \end{bmatrix} \mapsto \begin{bmatrix} A^T P + P A \\ B^T P A \\ B^T P B \end{bmatrix}$ in Theorem 1.
Exponential stability. Theorem 1 can be generalized to certify exponential stability by introducing a scaling factor $\rho$ in (2). We state the result below.

**Proposition 5** (exponential stability). If the following dissipation inequalities are satisfied:

$$V(x_{t+1}, f_{t+1}) - \rho^2 V(x_t, f_t) + \sigma_1(y_t, u_t, f_t) \leq 0$$

$$\|x_t\|^2 - V(x_t, f_t) + \sigma_2(y_t, u_t, f_t) \leq 0$$

then $\|x_t\| \leq V(x_0, f_0)^{1/2}\rho^t$ for all $t \geq 0$. In particular, if $\rho < 1$, then $G$ is robustly exponentially stable.

If the task is to find the fastest certifiable exponential rate (smallest possible $\rho$), this can be efficiently achieved by performing a bisection search on $\rho$ [7].

**Robust performance.** The lifting approach can be used to certify a variety of performance criteria beyond absolute stability. Essentially, any performance measure compatible with dissipativity can be used. For example, consider the system of Fig. 3, where the LTI system $G$ is augmented to include a performance channel $w \rightarrow z$. Similar to how the dissipation inequalities (2) lead to proving absolute stability via Theorem 1, we can state analogous results for quadratic performance and performance under stochastic disturbances.

![System G with internal state $x$ in feedback with a nonlinearity $\phi$ and a performance channel $w \rightarrow z$.](image)

**Proposition 6** (quadratic performance). If the following dissipation inequalities are satisfied for all signals $w$:

$$V(x_{t+1}, f_{t+1}) - V(x_t, f_t) + \sigma_1(y_t, u_t, f_t) \leq \sigma_p(w_t, z_t)$$

$$\|x_t\|^2 - V(x_t, f_t) + \sigma_2(y_t, u_t, f_t) \leq 0$$

then $\sum_{t=0}^T \sigma_p(w_t, z_t) \geq 0$ for all $T \geq 0$. For example, if $\sigma_p(w_t, z_t) := \gamma^2 \|w_t\|^2 - \|z_t\|^2$, then $G$ has a robust $\ell_2$ gain from $w$ to $z$ of $\gamma$.

**Proposition 7** (stochastic performance). Suppose $w_t$ is i.i.d. zero-mean random noise with $\text{cov}(w_t) = \Sigma$, and the following dissipation inequalities are satisfied:

$$V(x_{t+1}, f_{t+1}) - V(x_t, f_t) + \sigma_1(y_t, u_t, f_t) + \|z_t\|^2 \leq 0$$

$$-V(x_t, f_t) + \sigma_2(y_t, u_t, f_t) \leq 0$$

$$\text{tr} \left( PB_w \Sigma B_w^T \right) \leq \gamma^2,$$

where $B_w$ comes from the lifted state equations for $G$, analogous to (12). Namely, $x_{t+1} = Ax_t + Bu_t + B_w w_t$. Then, $\limsup_{T \rightarrow \infty} E \frac{1}{T} \sum_{t=0}^{T-1} \|z_t\|^2 \leq \gamma^2$. This allows us to certify a robust $\mathcal{H}_2$ performance.

Propositions 5 to 7 have similar analogs with IQCs [11, 16]. A recent application of similar results to the analysis of iterative optimization algorithms can be found in [15].
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